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Abstract 

Successful software development requires good specifications, that is, correct, consistent, 

and unambiguous requirements. Natural language artifacts are the most used tools for 

writing specifications; nevertheless, the use of natural language can introduce many defects 

such as ambiguity, vagueness, and generality. In light of this, the purpose of this paper is to 

propose an approach for writing good specifications and extracting knowledge from them. The 

proposed approach uses a particular lexicon, the Language Extended Lexicon (LEL) glossary, 

and suggests rules for extracting knowledge (concepts, attributes, and relationships) from it. 

This paper also presents a prototype that implements and supports the proposed approach, 

as well as a preliminary evaluation of the approach. In conclusion, the proposed approach 

represents a theoretical contribution, which was evaluated using the System Usability Scale, 

and its evaluation results are promising, as it obtained the maximum score. 

 

Keywords 

Requirement specification, knowledge representation, natural language, extended lexicon, 

software development. 

 

Resumen 

Un desarrollo de software exitoso necesita buenas especificaciones, es decir, 

requerimientos correctos, consistentes y no ambiguos. Los artefactos en lenguaje natural son 

la herramienta más utilizada para escribir especificaciones; sin embargo, el uso del lenguaje 

natural puede introducir muchos defectos: ambigüedad, vaguedad y generalidad. Por lo tanto, 

el objetivo de este artículo es brindar un enfoque para escribir buenas especificaciones y 

extraer conocimiento de ellas. El enfoque propuesto utiliza un léxico particular, el glosario 

Léxico Extendido del Lenguaje (LEL). Y sugiere reglas para extraer conocimientos (conceptos, 

atributos y relaciones) de él. Este artículo también presenta un prototipo que implementa y 

apoya el enfoque propuesto, así como también una evaluación preliminar del enfoque. En 

conclusión, el enfoque propuesto representa una contribución teoría, que fue evaluada 

utilizando el System Usability Scale y sus resultados son prometedores, ya que obtuvo la 

calificación máxima. 

 

Palabras clave 

Especificación de requerimientos, representación del conocimiento, lenguaje natural, 

léxico extendido, desarrollo de software. 
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1. INTRODUCTION 

 

Good requirements are crucial to successful software development. If requirements are 

not well-defined, the resulting software application will not satisfy the needs, desires, and 

expectations of the stakeholders. Moreover, poor requirements can lead to a lot of reworks to 

modify the software application to truly meet such needs. According to estimates, errors made 

during the requirements stage can cost up to 200 times more if they are discovered after the 

software is delivered to the client [1]. 

The expression “good requirements” encompasses a broad range of characteristics that are 

desirable for software specifications. Development processes may be agile with a minimum of 

documentation or classic with orthodox software requirements specifications spanning 

hundreds of pages. In either case, the specifications must be correct, consistent and 

unambiguous. Although satisfying all these characteristics, known as quality attributes, can 

be challenging due to the huge effort involved in correcting errors, striving for the best 

possible specification is important. 

Natural language is the most common tool for writing requirements [2]. Usually, 

requirements are specified by requirements engineers or business analysts, who must 

collaborate with stakeholders to gather the requirements and extract the necessary 

knowledge for the software application. The software specifications must be easy to 

understand and precise so that the development team can use them effectively. Natural 

language specifications are understandable for both sides [3]. However, the use of natural 

language can introduce many defects, such as ambiguity, vagueness, and generality [4]. 

Formal reasoning involves inferring knowledge from a specification. For example, 

considering a specification in the agricultural field that states that “plants need water, and 

tomato is a plant,” it can be inferred that “tomatoes need water.” To allow formal reasoning, 

the requirements must be free from defects introduced by natural language [5]. Moreover, 

formal reasoning makes it possible to automate many tasks to obtain good requirements [6], 

[7]. Consistency is one of the quality attributes of specifications, meaning that there is no 

contradiction in any given pairs of requirements. Hence, from a specification that states that 

“plants need water, tomato is a plant, and tomato does not need water,” it can be inferred that 

“tomato needs water, and tomato does not need water.” This contradiction indicates that the 

specification is not consistent. 

The Language Extended Lexicon (LEL) is a semi-structured artifact designed to describe 

the language of a domain. In their study, [8] reported the use of LEL in complex domains such 

as healthcare. This glossary uses natural language to describe a domain’s language and 

categorizes the vocabulary into four categories: subjects, objects, verbs, and states. Each term 

is described through two attributes: notion and behavioral responses. Thus, the LEL is more 

than a simple glossary; it represents a domain’s knowledge captured through its language. 

The notion of a kernel sentence first emerged in 1957 through the work of the linguist [9] 

and was further explored by the linguist [10]. Kernel sentences, also referred to as basic 

sentences, are declarative constructions that always use active voice and affirmation and 

contain only one verb. In this study, it is argued that the use of kernel sentences in the 

description of the LEL glossary helps obtain good specifications.  

A well-defined specification provides a global overview and, through formal reasoning, 

makes it possible to obtain complete and consistent specifications and infer new knowledge. 

However, prior to engaging in formal reasoning, it is imperative to synthesize the knowledge 

encapsulated within the language. This knowledge obtained can be used in various ways. In 

the case of the LEL, it synthesizes the glossary, offering a global overview and facilitating the 
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inference of new knowledge. This is very important for developing complete and consistent 

specifications, especially when using natural language. 

In light of the above, this paper proposes an approach to extract knowledge (concepts and 

relationships) from the LEL glossary. Importantly, the inference of new knowledge is beyond 

the scope of this proposal. It also introduces a prototype tool that implements the natural 

language algorithms described in the proposed approach to facilitate its application. 

Additionally, a preliminary evaluation of the approach is provided. Although this paper is an 

extension of a previous study [11], its novelty lies in the modifications made to the entire 

approach (including the removal of one step) and the incorporation of seven new rules for 

knowledge extraction (compared to the four rules proposed in the previous version of the 

approach). 

The rest of this paper is organized as follows. Section 2 provides some background on the 

LEL glossary and kernel sentences. Section 3 reviews some related studies. Section 4 outlines 

the proposed approach in detail. Section 5 describes the tool that supports the process. Section 

6 presents the approach’s preliminary evaluation. Finally, Section 7 offers some concluding 

remarks. 

 

 

2. BACKGROUND 

 

This section provides an overview of the LEL glossary and kernel sentences. 

 
2.1 The Language Extended Lexicon (LEL) 

 

The Language Extended Lexicon (LEL) serves as a glossary delineating the language 

specific to an application domain, which should be distinguished from the software 

application itself. It operates on a simple principle: “understand the language of the problem 

without worrying about the problem” [12]. In this glossary, language is encapsulated through 

symbols, which may take the form of words or short expressions. Each symbol must be defined 

by two attributes: notion and behavioral responses. Notion captures the denotation, 

encompassing the intrinsic and substantial traits of the symbol, while behavioral responses 

describe its connotation, showing the relationship between the symbol and other symbols (see 

Figure 1). Each symbol in the LEL glossary falls into one of the following four groups: subject, 

object, verb, or state. This categorization helps requirement engineers in describing 

attributes. Table 1 presents each category, along with its characteristics and descriptions 

guidelines. 

 

 
Figure 1. Template for describing a symbol in the LEL glossary. Source: [12]. 
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Table 1. Template for describing symbols in the LEL glossary according to their category. Source: [12]. 

Category Notion Behavioral responses 

Subject Who is he/she? What does he/she do? 

Object What is it? What actions does it receive? 

Verb What goal does it pursue? How is the goal achieved? 

State What situation does it represent? How is this situation checked? 

 

As an example, consider a banking domain where clients open accounts to save money. 

Clients can deposit money into their accounts and also withdraw it as long as their account 

balance is positive. In this simple example, multiple symbols need to be defined in the LEL 

glossary to capture the language of the banking domain. For instance, “client” should be 

categorized as a subject, “account” as an object, “deposit” and “withdraw” as verbs, and 

“positive balance” as a state. Following the template in Table 1, the symbols “client,” 

“account,” “withdraw,” and “positive balance” are described in Table 2. 

As observed in Table 2, the behavioral responses of the symbol “client” describe only two 

responsibilities: opening an account and withdrawing money. Nonetheless, depositing money 

is also a responsibility that is not included. Similarly, the behavioral responses of the symbol 

“account” only describe the bank’s responsibility to calculate the interest. To complete the 

LEL glossary, the client’s responsibilities—i.e., opening, depositing, and withdrawing—

should also be mentioned. In the case of the verb “withdraw,” the behavioral responses 

describe the process performed by the bank, which involves first reducing the balance and 

then checking if the resulting balance is positive. If so, the bank provides the money to the 

client; otherwise, the balance is reset to its original amount, and no money is given to the 

client. Finally, the behavioral responses of the state “positive balance” describe in detail what 

“positive” means in this context—it means that the account balance is greater than or equal 

to zero. 

 
Table 2. Symbols in the LEL glossary for the banking example. Source: Own work. 

Category Notion Behavioral responses 

Subject: 

Client 

Person who saves money in the bank. 

A client holds accounts. 

A client may be regular or premium. 

The client opens an account. 

The client withdraws money from the account. 

Object: 

Account 

Instrument used by the client to save 

money. 
The bank calculates the interest on the account. 

Verb: 

Withdraw 

Act of extracting money from an 

account. 

The bank reduces the account balance. 

If the account has a positive balance, then the bank 

provides the money to the client. 

If the account does not have a positive balance, then 

the bank resets the account balance to its original 

amount. 

State: 

Positive 

balance 

Situation in which the account has 

money in it. 
The account balance is greater than or equal to zero. 

 
2.2 Kernel sentences 

 

A kernel sentence is a simple, active, affirmative, and declarative sentence that contains 

only one verb. Devoid of any mood, this basic sentence is termed “kernel” because it serves as 

the foundation for more intricate sentence structures. Figure 2 illustrates two examples of 

kernel sentences. The first sentence states that a subject (“client”) performs an action 
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(“opens”) on a specific object (“account”). The second sentence, although following the same 

structure, albeit describing a different action (“deposits”), is slightly more complex because it 

states that the object “money” is deposited into the object “account.” 

Figure 3, for its part, shows two sentences that are not kernel sentences. The first sentence 

(“The client deposits money and calculates the interest on the account”) contains two verbs, 

which disqualifies it as a kernel sentence. Moreover, the sentence is partially correct because 

although it is true that the client deposits money into the account, it is the bank, not the 

client, that calculates the interest. This is why simple (kernel) sentences are suggested to 

describe specifications; a simple sentence is more likely to be either completely true or false. 

The second sentence (“An account is opened”) is written in passive voice, and the kernel 

sentences should use active voice. Since it is written in passive voice, the subject of the 

sentence (“the account”) is not the agent performing the action. In fact, the real subject 

performing the action is not mentioned. According to the provided example, the real subject 

should be “the client,” though it could also be the company for which the client works, which 

decided to open an account to pay salaries. These two simple examples illustrate how the 

writing style of kernel sentences can help improve specifications. 

 

 
Figure 2. Kernel sentences. Source: Own work. 

 

 
Figure 3. Non-kernel sentences. Source: Own work. 

 

 

3. RELATE WORKS 

 

These authors [13] proposed a method for transforming specifications into source code. 

Their approach systematically extracts the formal semantics of the ARM instructions from 

their natural language specifications. Although ARM is based on a RISC architecture with a 

relatively small number of instructions, there are various series, including Cortex-A, 

Cortex- M, and Cortex-R. Moreover, the approach proposed by the authors uses translation 

rules enriched by sentence similarity analysis. 

Other proposals have delt with more abstract representations of knowledge, such as 

database tables, schemas, or object-oriented designs [14], for instance, identifying the schema 

and relationship in a database from natural language requirements specifications. Their 

proposed approach starts with identifying table schemas and their properties and then uses 

adjectives to determine the Primary Key attribute. In addition, it uses rules as well as a 

machine learning component. 

For their part [15], suggested specifying requirements using a template that embodies the 

concepts of a decision-making process and provided a linguistic framework for acquiring 

analytical queries. This proposed framework simplifies the automated analysis of queries 

without overly constricting writing styles. 
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In their study, [16] introduced an approach and tool for extracting concepts by 

grammatically analyzing English requirements, eliminating the need for specialized ontology 

references. These concepts can be subsequently represented in a class model, serving as a 

foundation for object-oriented problem analysis. The proposed method employs Natural 

Language Processing (NLP) techniques to identify parts of speech and segment sentences into 

phrases. Additionally, it uses the WordNet dictionary to identify familiar concepts and 

determine relationships among them. These authors [17] focused on formal or semi-formal 

model descriptions of functional requirements in the context of a model-driven engineering 

approach. In this approach, a platform-independent model is used to derive the source code 

of a system either automatically or semi-automatically. According to the authors, most 

approaches use a predefined set of rules that impose several restrictions on how specifications 

are written. Thus, they proposed using a deep learning approach. 

Furthermore, some authors have addressed conceptual models earlier in the software 

development lifecycle, with some approaches relying on syntactic rules, while others 

incorporating semantic enrichment. [18] for example, proposed an approach to support 

requirements elicitation and analysis employing masked language models. These models 

excel at capturing contextual information from natural language sentences and transferring 

this knowledge to NLP tasks. The authors stated that masked language models can predict 

the most probable missing word in a sentence, enabling the exploration of domain concepts 

embedded within word embeddings. Their proposed methodology involves extracting domain 

knowledge from user-generated scenarios through typed dependency parsing techniques. 

Additionally, they investigated the effectiveness of a supplementary approach using BERT-

based masked language models to identify entities and their associated attributes, thereby 

constructing a domain model from a single-word seed term. 

In their study [19] introduced a method for extracting concepts from unstructured Polish 

texts, placing particular emphasis on morphological forms. Given the highly inflected nature 

of Polish, the identified names had to undergo transformation in accordance with Polish 

grammar rules. The proposed approach involves specifying transformation patterns using a 

straightforward annotation language. Users prepare annotations, which are then compiled 

into transformation rules. During the concept extraction process, the input document is 

segmented into sentences, and the rules are applied to word sequences within these 

sentences. The identified strings forming concept names are subsequently aggregated at 

different levels and assigned scores. 

These authors [20], for their part, presented an approach that uses an LSTM-CRF model 

to extract requirement entities. Their methodology comprises four phases: (i) model 

construction, which involves building an LSTM-CRF model and an isomorphic LSTM 

language model for transfer learning; (ii) LSTM language model training, which focuses on 

capturing general knowledge and adapting it to the requirement context; (iii) LSTM-CRF 

training, which entails training the LSTM-CRF model with transferred layers; and (iv) 

requirement entity extraction, which involves applying the trained LSTM-CRF model to new 

requirements to automatically extract their respective entities. [21] proposed an approach 

that selects common verbs from software requirement specification documents in the e-

commerce domain and constructs semantic frames for these verbs. The author manually 

labeled selected sentences using the results as training examples for machine learning and 

refined the parsing output from the Stanford Parser. Throughout the labeling process, the 

author adopted a sequential approach, using previously labeled results to dynamically 

construct features for identifying subsequent semantic roles. 

In their study, [22] introduced a method that models domain knowledge through an 

ontology. Their proposed method of ontology population focuses on identifying instance 
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properties from texts. The authors employed extraction rules automatically acquired from a 

training corpus and bootstrapping terminology to identify instance properties represented by 

triples of terms. These rules use lexical, syntactic, and semantic levels of analysis and are 

generated from recurrent syntactic paths between terms denoting instances of concepts and 

properties. 

Finally, some approaches in the literature aim to obtain knowledge representations in a 

manner similar to our proposal. For example [23], proposed a knowledge extraction method 

that relies on an explicit representation of the content of natural language requirements in 

the form of a semantic relation graph. This approach is entirely automated and includes an 

NLP pipeline to convert unrestricted natural language requirements into a graph. Natural 

language is segmented into distinct parts and relationships are established between them 

based on their semantic connections. 

For their part [24], explored a set of state-of-the-art pre-trained general-purpose and 

domain-specific language models to extract knowledge triples for metal-organic frameworks. 

The authors created a knowledge graph benchmark with seven relationships for 1248 

published synonyms of metal-organic frameworks. 

 

 

4. PROPOSED APPROACH 

 

This section outlines the proposed approach. It begins with an overview of its two steps: 

(i) LEL glossary description and (ii) knowledge extraction. Then, each step is discussed in 

detail. 

 
4.1 Our approach in a nutshell 

 

The proposed approach aims to provide a synthesized representation of the knowledge 

captured through the language of the application domain in the LEL glossary. It uses 

knowledge as input and produces a knowledge representation as output. The necessary 

knowledge can be obtained from different sources, such as directly from stakeholders through 

interviews or other types of techniques (e.g., focus groups and questionnaires). 

The approach is intended for use by a requirements engineer or a business analyst who 

initially describes the LEL glossary and then synthesizes the knowledge. Importantly, the 

approach is not limited to a single person (one requirements engineering or one business 

analyst); multiple individuals can participate in the process. In other words, many 

requirements engineers can collaborate in describing the LEL glossary. Additionally, domain 

experts among stakeholders can directly contribute to writing symbols for the LEL glossary. 

Although different individuals can have varied points of view and writing styles, the 

guidelines provided in the first step of the approach help ensure a consistent and coherent 

LEL glossary.  

In a previous version of this approach, a step was included between LEL glossary 

description and knowledge extraction to guide the revision of the LEL glossary. This revision 

was initially considered vital when more than one person participated in the construction of 

the LEL. Nevertheless, based on recent experience, the LEL glossary produced in the first 

step did not require extensive revision. As a result, the revision step has been removed in this 

new version of the approach.  

The proposed approach can be applied in various situations: (i) to summarize documents 

created by others, (ii) to consolidate and summarize documents created by only one analyst 

from multiple sources, and (iii) to collaboratively consolidate and summarize documents 
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created by a group of analysts or experts. It consists of two main steps: (i) LEL glossary 

description, and (ii) knowledge extraction. The first step offers guidelines to help individuals 

describe the LEL glossary. The second step outlines rules for extracting knowledge from the 

specified LEL glossary, which is described in terms of concepts, relationships, cardinality, and 

attributes. This represents the main difference from the previously published approach [11]. 

Figure. 4 provides an overview of the proposed approach. 

 

 
Figure. 4. Overview of the proposed approach. Source: Own work. 

 

Considering the LEL glossary described in Table 2, it can be assumed that it was described 

in Step 1 of the proposed approach. If Step 2 is applied to that LEL, the concepts “client” and 

“account” will be connected through the relationship “withdraw.” Then, the entire 

relationship (“client,” “withdraw,” “account”) is restricted by the condition “positive balance.” 

 
4.2 Step 1: Guidelines for writing the LEL glossary 

 

This section outlines the six proposed guidelines for describing the LEL glossary. It is 

important to note that the construction of the LEL glossary is an iterative and incremental 

process. Initially, some symbols are identified and described, and then new symbols emerge 

because they are used in the description of the previously defined symbols. Thus, the proposed 

guidelines do not encompass the entire process of constructing the LEL glossary; rather, they 

complement the process.  

Basically, the proposed guidelines emphasize the importance of using kernel sentences, 

referencing symbols that have already been defined, suggesting how to write compound 

sentences (using subordinate clauses like “if-then,” negation, and conjunctions like “and”), 

and incorporating state symbols in subordinate expressions. The rest of this section 

elaborates on each guideline and provides a series of examples. 

 

Guideline 1. Sentences for describing behavioral responses must follow the principles of 

kernel sentences. Behavioral responses across all categories (subject, object, verb, and state) 

must be written according to the principles of kernel sentences, that is, featuring an explicit 

subject, only one verb, in turn followed by and an object that receives the action. Figure 2 

shows examples of sentences written following this guideline; they describe the behavioral 

responses of the symbol “client” in Table 2. 
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Guideline 2. Terms used to describe behavioral responses must be defined in the LEL 

glossary. This guideline advises that the subject, verb, and object mentioned in the previous 

guideline should also be symbols already defined in the LEL glossary. For example, the 

symbol “client” defined in Table 2 has the following behavioral responses: “The client opens 

an account” and “The client withdraws money from the account.” If Table 2 is assumed to 

contain a complete description of the LEL glossary, the symbols “client,” “account,” and 

“withdraws” are defined. Nonetheless, as observed, the symbol “opens” is not defined, and, 

according to this guideline, it should be defined. 

 

Guideline 3. Use subordination (if-then sentences) in the behavioral responses of verb 

symbols to describe conditions. For instance, consider the verb “withdraw” in Table 2. One of 

its behavioral responses states: “If the account has a positive balance, then the bank provides 

the money to the client.” This means that the bank only provides the money to the client when 

the account has a positive balance after considering the withdrawal amount. Thus, the 

balance is checked to ensure that it remains positive after the transaction. Importantly, this 

guideline does not contradict Guideline 1, as the use of subordination involves the use of 

kernel sentences. Although two kernel sentences are employed in the same sentence, they are 

properly associated. 

 

Guideline 4. State symbols should be used in the condition of a subordinate sentence. Since 

state symbols describe situations, these situations should be used as conditions in subordinate 

sentences. Moreover, these conditions should follow the principles of a kernel sentence. For 

example, consider the verb “withdraw” in Table 2. One of its behavioral responses states: “If 

the account has a positive balance, then ...” Here, “positive balance” is a state symbol 

described in Table 2, and the expression “the account has a positive balance” conforms to the 

rules of the kernel sentences. 

 

Guideline 5. Use negation to invert a condition or action. For example, the verb “withdraw” 

in Table 2 includes a behavioral response that states: “If the account does not have a positive 

balance, then ...” The use of negation can prevent certain behavioral responses. For instance, 

the behavioral responses of a subject describe all the actions that the subject can perform. In 

Table 2, the symbol “client” is described with the following behavioral responses: “The client 

opens an account” and “The client withdraws money from the account.” Generally, according 

to Guideline 1, which recommends the use of positive kernel sentences), behavioral responses 

should be affirmative. Nevertheless, it may sometimes be very important to explicitly state 

that a certain action is not possible, and negation can be used for such purpose. For example, 

if a bank only works with organizations and not with private clients, the responsibility of 

opening accounts falls to the organization, not the client. In such scenario, a behavioral 

response for a client might read: “The client does not open an account.” 

 

Guideline 6. Use coordinating conjunctions (and, or) to join two subjects, objects, or kernel 

sentences. Although it is possible to write multiple kernel sentences, simpler and more natural 

sentences can be generated using conjunctions. For instance, instead of writing “The client 

deposits money into the account. The bank deposits money into the account,” this could be 

rewritten as “The client and the bank deposit money into the account.” 
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4.3 Step 2: Knowledge extraction 

 

This section outlines a set of rules (inspired by [25]) for extracting knowledge from the 

LEL glossary following the guidelines described in the previous section. 

 

• Rule 1. Concepts are derived from symbols of the subject and object categories. 

From the LEL glossary described in Table 2, two concepts are identified: “client” and 

“account.” The first is a subject, and the second is an object, but both are concepts. 

 

• Rule 2. Relationships are derived from symbols of the verb category.  

From the LEL glossary described in Table 2, one relationship is identified: “withdraw.” 

According to the behavioral response of the symbol “client,” this action (“withdraw”) connects 

the concepts of “client” and “account.”  

 

• Rule 3. Conditions are derived from symbols of the state category. 

From the LEL glossary described in Table 2, one condition is identified: “positive balance.” 

 

• Rule 4. Relationships obtained through Rule 2 are restricted by conditions. 

In the LEL glossary described in Table 2, the state: “positive balance” establishes a 

condition. This state is mentioned in the verb “withdraw,” which creates a relationship 

between “client” and “account.” Therefore, the entire relationship (“client,” “withdraw,” 

“account”) is restricted by the condition “positive balance.”  

 

• Rule 5. Aggregations are derived from verbs like contains, has, includes, is composed 

by, and is defined by.  

In Table 2, the subject “client” is described as “A client holds accounts.” The concepts 

“client” and “accounts” are obtained through Rule 1. Then, through Rule 2, the verb “has” 

establishes a relationship between “client” and “accounts.” This, nonetheless, is an 

aggregation relationship rather than a general one. 

 

• Rule 6. Generalizations are derived from verbs such as is and may be.  

In Table 2, the subject “client” is described as “A client may be regular or premium.” The 

concepts “client,” “regular,” and “premium” are obtained through Rule 1. Then, through 

Rule 2, the verb “may be” creates two relationships: one between “client” and “regular” and 

another between “client” and “premium.” These, nevertheless, are generalization 

relationships rather than general ones. 

 

• Rule 7. Relationships with the structure “concept A” of “concept B” is “concept C.”  

This rule is similar to Rule 6 in that it includes two concepts (“concept A” and “concept B”) 

connected through the verb “is.” However, the first part of the phrase (“concept A of”) 

establishes the real relationship between “concept B” and “concept C.” For instance, in the 

expression “The bank of the client is a federal bank,” “bank,” “client,” and “federal bank” are 

concepts identified through Rule 1. Using Rule 7, the concepts “client” and “federal bank” are 

connected by means of the concept “bank.”  

 

• Rule 8. Cardinality is defined by the target concept. 

This rule is related to Rules 2, 5, and 7. For instance, in the example provided in Rule 2, 

“The client withdraws money from the account,” the target concept is “account,” indicating 
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that the client is connected to only one account. In the example provided in Rule 5, “A client 

holds accounts,” the client is connected to multiple accounts. Finally, in the example provided 

in Rule 7, “The bank of the client is a federal bank,” the target concept is singular (“federal 

bank”), suggesting that the client is connected to only one federal bank.  

 

• Rule 9. Multiple cardinality can be defined by indicators like many, each, all, every, 

some, and any. 

Rule 2 (and Rule 8) uses the example “The client withdraws money from the account,” 

indicating that a client withdraws money from a single account. Conversely, the expression 

“The client withdraws money from each account” suggests that the client has multiple 

accounts. Thus, these indicators can be used to determine multiplicity in the relationships.  

 

• Rule 10. Attributes are derived from verbs like identified by, recognized by, contains, 

has, includes, is composed by, and is defined by. 

This rule may seem similar to Rule 5, but the difference is that, in Rule 5, the elements 

involved in the relationship (both sides of the verbs) should be identified as concepts through 

Rule 1. In Rule 10, the expressions should follow the structure “concept-verb-noun,” where 

the concept is identified by means of Rule 1, the verb is one of the verbs listed in Rule 10, and 

the noun is not a concept. For instance, in the example “The client is identified by his/her 

social security number,” “client” is a concept, but “social security number” is not, making it 

an attribute of “client.”  

 

• Rule 11. Genitive cases suggest attributes. 

Expressions with the structure “noun A’s noun B,” where “noun A” is a concept identified 

by means of Rule 1 and “noun B” is not a concept, suggest that “noun B” is an attribute of 

“noun A.” For example, in the expression “client’s address,” “client” is a concept, while 

“address” is not, making it an attribute of “client.”  

 

 

5. SUPPORTING TOOL 

 

A software prototype was developed to facilitate the application of the proposed approach. 

The tool incorporates the rules outlined in Step 2 through algorithms based on natural 

language. It is a web application designed following a service-oriented architecture. Its core 

functionality and services were written in Python [26], while the web interface was developed 

with Django [27], and the APIs were constructed using Flask [28]. Python [26] was also 

employed for communication with the Spacy [29] and NLTK libraries [30] used for NLP. The 

application is responsive, allowing it to adapt to the device being used, including computers 

(desktop or laptop) or mobile devices (phones or tablets). Consequently, it offers versatility 

across different platforms and provides experts with various options to contribute to 

knowledge acquisition. 

The developed prototype features two user roles: (i) project administrators and (ii) experts. 

Administrators can create projects, while experts actively contribute their knowledge to such 

projects. Moreover, the prototype acts as a framework because it can manage different types 

of artifacts based on natural language. Figure 5 illustrates how to configure the LEL glossary 

artifacts. The prototype can also be easily extended to perform an additional process to derive 

more information from the artifacts.  

The rules proposed in Step 2 were implemented using the Spacy [29] and NLTK [30] 

libraries for NLP. Rules 1 through 4 involve checking the LEL glossary symbols and their 
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usage in the descriptions using basic NLP tools like stemming and lemmatization functions. 

Rules 5, 6, 9, and 10 rely on dictionaries to identify specific words or expressions. Rules 7 and 

11 employ matchers to detect particular structures. Finally, Rule 8 uses POS tagging to 

recognize whether a noun is singular or plural. 

 

 
Figure 5. Configuration of artifacts. Source: Own work. 

 

PlantUML [31] was used to visualize the model. Figure 6 shows the knowledge extracted 

from Table 2 by applying the rules proposed in Step 2. 

 

 
Figure 6. Graphical representation of knowledge. Source: Own work. 

 

 

6. EVALUATION 

 

The proposed approach was evaluated for its perceived usability rather than the 

effectiveness of the prototype, as the aim was to assess the approach itself rather than the 

tool. Moreover, the accuracy of the identified elements was not assessed in this study because 

the rules employed to identify the elements were inspired by a previous work [25]. Although 

assessing precision and recall is important for future research, usability evaluation was 

prioritized in this study.  

The usability of the proposed approach was evaluated using the Systems Usability Scale 

(SUS) [32], [33]. While the SUS is primarily employed for assessing the usability of software 

systems, it has proven effective for evaluating products and processes [34]. This scale is a 10-
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item questionnaire with each question requiring a response on a five-point scale, ranging from 

“1” (strongly disagree) to “5” (strongly agree). Despite containing 10 items, these are paired 

to ask the same question from complementary perspectives, ensuring high-confidence results. 

The questions, adapted to the purposes of this study, were as follows: 

 

1. I think that I would like to use this approach frequently. 

2. I found the approach unnecessarily complex. 

3. I thought the approach was easy to use. 

4. I think that I would need the support of a technical person to be able to use this 

approach. 

5. I found the various functions in this approach were well integrated. 

6. I thought there was too much inconsistency in this approach. 

7. I would imagine that most people would learn to use this approach very quickly. 

8. I found the approach very cumbersome to use. 

9. I felt very confident using the approach. 

10. I needed to learn a lot of things before I could get going with this approach. 

 

The individuals who participated in the evaluation were five students with an average age 

of 24.8 years. They were part of a research project and were also working professionals with 

industry experience. Importantly, in Argentina, students typically begin working during their 

second year of university, so the participants had relevant professional experience. This made 

them suitable for the experiment, as they were familiar with reading specifications and 

assessing their understandability. Their opinion about the quality of knowledge 

summarization, therefore, was valuable. Furthermore, according to [35], a sample size of four 

participants (with a variation of plus or minus 1) is recommended to identify up to 80 % of 

usability problems in a test. 

Participants received training on the proposed approach and were then asked to complete 

a questionnaire. They were a one-page specification of a real medical software application for 

managing cardio-assisted spaces and were asked to construct the LEL glossary according to 

the guidelines of Step 1 of the proposed approach. They could ask questions if they needed 

more information. The goal was to structure natural language in the LEL glossary. Then, 

they were instructed to apply the rules of Step 2 of the approach to create a conceptual model.  

The SUS score was calculated as follows: First, items 1, 3, 5, 7, and 9 were scored by 

subtracting their ranked value from 1; and items 2, 4, 6, 8, and 10 were scored by subtracting 

their ranked value from 5. Then, the scores of all participants were summed and multiplied 

by 2.5, resulting in a value between 0 and 100. Finally, the average score was computed. The 

resulting score categorizes the approach into one of the following three groups: “Non-

acceptable” (0–64), “Acceptable” (65–84), or “Excellent” (85–100) [36]. The obtained score was 

88.5, rating the approach as “Excellent” according to the five participants. 

Validity threats are generally grouped into four categories: conclusion, internal validity, 

construct validity, and external validity. Conclusion threats include the reliability of 

measures, which was mitigated using a well-tested approach (the SUS). Internal validity 

threats, like instrumentation, were addressed by selecting a real domain, specification, and 

expert. Construct validity was maintained by having participants describe an LEL glossary 

using provided templates. Lastly, external validity threats, such as artificial settings, were 

countered by using a real domain, limiting the experiment duration, and selecting 

participants with relevant industry experience.  
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7. DISCUSSION 

 

The approach proposed in this study focuses on generating a conceptual model based on 

rules inspired by a previous work [25]. While the approach itself may not be entirely new, its 

novelty lies in using the LEL glossary as input to obtain a conceptual model. The LEL glossary 

adds some structure by identifying subjects, objects, verbs, and states, which the approach 

then uses. Although building the LEL glossary requires effort, it yields high-quality results. 

The rules in the proposed approach incorporate different strategies. Some rules rely on 

dictionaries to find specific words or expressions, whereas the NLP framework helps identify 

the elements related to specific expressions. This is known as dependency relations, and it is 

very important to identify not only these relationships, but also the elements involved in 

them.  

In their study, [16] also used NLP techniques to recognize parts of speech and divide 

sentences into phrases. They employed the WordNet dictionary to search for known concepts 

and identify relationships between them, but it is unclear how they determined the elements 

involved in these relationships. WordNet is a traditional dictionary; however, specific 

domains often have their own vocabulary. 

 For their part [18], extracted domain knowledge from user-authored scenarios using 

typed dependency parsing techniques. Additionally, they investigated the effectiveness of a 

complementary approach that employs BERT-based masked language models to identify 

entities and their associated qualities, enabling the construction of a domain model from a 

single-word seed term. Their work aligns with the present study, as they used structured 

elements (scenarios) but based their approach on single words. [23] proposed a similar 

approach to the one proposed in this study, since they used semantic relations to transform 

unrestricted natural language requirements into a graph.  

 

 

8. CONCLUSIONS 

 

This paper presented an approach for extracting knowledge from natural language 

specifications, particularly those captured through the LEL glossary. The proposed approach 

incorporates a set of guidelines to help capture and organize natural language specifications 

for the extraction of knowledge. This knowledge can then be used in different ways, including 

providing a global overview of the LEL glossary and allowing the inference of new knowledge. 

This is very important for creating complete and consistent specifications.  

Future work will focus on extending this proposal to infer new knowledge that can be 

added to the LEL glossary for stakeholders to validate and use it effectively. Additionally, 

efforts will be made to identify inconsistencies and conflicts so that stakeholders can resolve 

them. Another area of future research involves improving the LEL glossary by categorizing 

subjects as countable and uncountable. This categorization will make it possible to be precise 

in certain descriptions. In addition, future work will include enriching the LEL glossary with 

magnitudes (quantities in units) and categorical elements (lists of possible values). Both 

characteristics are important for writing precise specifications and inferring knowledge. 

Particularly, this will facilitate the verification of requirements and the design of tests based 

on them. Finally, efforts will be directed toward improving both the tool and the experiment, 

with plans to analyze the precision of the proposed approach using new participants from the 

industry. 
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